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Abstract 

This paper examines a presentation attack detection when a document recaptured from a screen 
is presented instead of the original document. We propose an algorithm based on analyzing a 
moiré pattern within document boundary regions as a distinctive feature of the recaptured image. It 
is assumed that the pattern overlapping the document boundaries is a recapture artifact, not a 
match between document and background textures. To detect such a pattern, we propose an 
algorithm that employs the result of the fast Hough transform of the document boundary regions 
with enhanced pattern contrast. The algorithm performance was measured for the open dataset 
DLC-2021, which contains images of mock documents as originals and their screen recaptures. 
The precision of the proposed solution was evaluated as 95.4 %, and the recall as 90.5 %.  
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Introduction  

The functionality of modern document recognition 
systems has long gone beyond data extraction tasks. As 
optical character recognition (OCR) becomes more 
prominent in various fields, new requirements are 
imposed on recognition systems. For example, modern 
systems are tasked with verifying the authenticity of the 
presented document. Among different approaches there 
are checking the presence of the holograms [1], the 
conformance of the used fonts to the government 
standards [2], etc.  

At the same time, the demand for the recognition of 
documents from very different sources using mobile 
phones is ever-growing. A set of measures aimed at 
detecting an attempt to use a photocopy, mock-up, or an 
image of a document recaptured from a screen is referred 
to as document liveness detection, similar to a face 
liveness detection, which is aimed at presentation attack 
(presenting 3D masks, photos or video recordings) 
detection in facial recognition systems.  

In this paper, we propose a method for the detection 
of screen recaptured document images based on 
analyzing a moiré pattern. The moiré pattern, which is 
caused by overlapping regular structures of the display 
screen and the camera sensor, shows great diversity in its 
appearance (see Fig. 1). This makes the modelling of 
moiré patterns challenging. However, we observed that 
the patterns, generally, do not change rapidly in local 
regions, could be divided into a brightness moiré pattern 

(see examples in Fig. 2a, b) and a color moiré pattern (see 
examples in Fig. 2c – e), and could be approximated by a 
set of straight, parallel stripes. And even if moiré does not 
have a pronounced orientation as in Fig. 2b, it could be 
approximated by several overlapping sets with different 
orientations. To distinguish screen moiré pattern from 
document own one (compare examples in Figs. 2 and 3), 
we based our method on analyzing document and 
background local regions near the boundary. The decision 
whether the document is authentic or not is based on the 
assumption that screen recapturing generates a pattern in 
the image that is similar on both sides of the boundary. 
The Hough transform is employed to detect and 
determine the parameters of such a pattern.  

The rest of the paper is structured as follows: section 1 
discusses existing methods of screen recapture detection; 
section 2 discusses the details of the used Hough transform; 
section 3 describes the general scheme of the proposed 
algorithm for moiré pattern detection; section 4 proposes an 
additional algorithm for screen recapture detection when 
screen boundaries are within an input image; finally, section 
5 provides results of testing the proposed algorithms on 
images from the open dataset DLC-2021 [3].  

1. A review of modern methods  
for screen recapture detection  

Existing screen recaptured detection methods mainly 
focus on indoor and outdoor scenes [4 – 7] and biometric 
(e.g. face) images [8 – 10]. However, document images 
are very different from natural and face ones. For 
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example, the real natural images and face images are 
characterized by the differences in depth between 
background and foreground, while the recaptured faces 

and real world are of uniform depth. Such differences are 
not observed in document images, since both genuine and 
recaptured document images are of uniform depth.

 

a)  

b)  

c)  
Fig. 1. Diversity of moiré pattern appearance on documents from the open dataset DLC-2021: (a) color pattern with changing  

direction and period, (b) brightness pattern with changing orientation severity, (c) combined pattern 

a)  b)  c)  d)  e)  f)  
Fig. 2. Examples of the considered moiré pattern withing boundary regions on documents from the open dataset DLC-2021: (a) 

and (b) show brightness moiré patterns with different orientation severity; (c)-(f) show color moiré patterns with different texture 
intervals and colors 

a)  b)  c)  d)  e)  f)  
Fig. 3. Examples of real documents with their own patterns: (a) shows detailed texture from (b), the same is for (c) and (d), 

(e) and (f) respectively 
Document-specific recapturing attacks are considered 

in [11, 12], but the authors focused on printed copies of 
documents, not copies displayed with a screen.  

Detection of screen recaptured documents using 
DenseNet neural network architecture is considered in 
[13]. To train the neural network, a dataset was 
constructed using German ID cards and residence permits 
and consisted of bona fide ID cards, printed ID cards and 
screen recaptures of ID cards. Unfortunately, neither the 
neural network nor the test dataset has been published. The 
images within the dataset are not publicly available due to 
the personal data they contain, and the authors 
acknowledge the need for further research of the proposed 
solution for different types of documents. Also, the authors 
point out that when a document is not well aligned with the 
presence of fingertips in the background, the neural 
network classifies originals as recaptures, and the bright 
reflection on the face region in a recaptured image makes 
the neural network classify it as an original one.  

Being close to a document topic, paper [14] presents a 
method to detect moiré patterns in screen recaptured images 
of receipts using a multi-input deep Convolutional Neural 
Network trained with Haar Wavelet Decomposition. The 
images within the dataset are not publicly available too due 
to the personal data they contain.  

Based on the literature review, we decided to employ 
the DLC-2021 [3] dataset as the only public dataset 
which is dedicated to the specific problem considered in 
the paper. The DLC-2021 dataset includes images of 
mock documents as originals and images of their copies 
recaptured from different screens. In addition to the data 
itself, the authors published a basic screen recapture 
detector based on deep learning. This algorithm can be 
used as a baseline algorithm for performance comparison.  

2. Fast Hough transform  

To calculate the Hough transform (HT), we use the 
Brady-Yong [15] method, also referred to as the fast 
Hough transform (FHT) [16] because of its lower 
complexity comparing to the classical method 
( (n2log n) vs. n3) operations) [17].  

In the Brady-Yong FHT algorithm, all straight lines 
are divided into two classes: mostly vertical lines 
(|tg ()|  1, where  is the angle between the normal to 
the line and x-axis) and mostly horizontal lines 
(|ctg ()|  1). Every line is approximated with a discrete 
dyadic pattern and parametrized by two points on the 
opposite boundaries of the image: a “vertical” line is 
parametrized by points (s, 0) and (s + t, n – 1) on the 
horizontal boundaries, and a “horizontal” line is 
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parametrized by points (0, s) and (n – 1, s + t) on the 
vertical boundaries. Here s is an integer shift of a pattern, 
and t is an integer slope. Such a line corresponds to a 
point (s, t) in a Hough image, and its value is a sum of 
values of image pixels along the pattern.  

We will denote the Hough images of vertical and 
horizontal lines as Hv and Hh respectively. Due to the fact 
that the Brady-Yong algorithm calculates FHT for lines with 
slope within 45, to obtain the Hough image Hv (or Hh) two 
Hough images are computed independently and combined 
into one according to the scheme described in [16].  

3. Moiré pattern detection along document borders  
3.1. General description of the proposed algorithm  

The general algorithm of the detection of the moiré 
pattern overlapped the document boundary is illustrated in 
Fig. 4a. The input of the algorithm includes a frame (an 
image in question) and the coordinates of the quadrilateral 
that defines the position of the document in the image. The 
detector extracts adjacent rectangular regions for each line 
segment of the document boundary (see section 3.2), splits 
each region into small windows, and searches for a striped 
pattern (brightness or color) in the windows that is oriented 
similarly across the document boundary. Recapture artifacts 
are considered to be detected if a color or brightness 
“leaking” pattern has been found for at least one region.  

To detect and analyze moiré texture, the detector 
relies on the Hough image of the preprocessed region. 
The preprocessing of the region maximizes the 
contrast of the expected texture against other image 
details (the contrast enhancement for brightness and 
color texture is described in sections 3.3 and 3.4 
correspondingly). After contrast enhancement, the 
texture parameters in each window are evaluated based 
on a Hough image: the main orientation and expression 
degree (see section 3.5). Then, for each pair of 
windows adjacent to the document boundary, the 
similarity of the parameters on different sides of the 
boundary is checked (see section 3.6). A “leaking” 
texture is considered to be present if at least TW pairs 
of windows with close parameters are found for the 
same texture type, i.e. color or brightness patterns.  

This basic procedure is employed to detect and 
analyze the brightness pattern (see diagram in Fig. 4b). 
Due to the wide variation of the color texture intervals (as 
seen when comparing the examples in Fig. 2c – f ) the 
color moiré pattern search is performed for the boundary 
region image shrunk horizontally with a factor 2s, 
s = 0, 1…, S – 1, where S is the number of employed 
scaling factors (see the diagram in Fig. 4c).  

In the experiments below, the following values of the 
mentioned parameters were used: TW = 2, S = 4.  

 
Fig. 4. General diagram of the moiré pattern “leak” detection algorithm: (a) top-level diagram, (b) basic diagram of moiré patterns 

detection and comparison at the boundary, (c) multi-scale search and comparison for color moiré patterns 

3.2. Extraction of the document boundary region  
in the input image 

Let the linear segment of the document boundary be 
specified by a segment with vertices ( , )b bdef x ybp  and 

( , )e edef x yep  for an input frame Iin. Denote a boundary 

as vertical if |xb – xe| < |yb – ye|, and horizontal if otherwise.  
Let us construct the Icorr image that has a height of 2n0 

and contains the document boundary which is oriented 
horizontally and passes through the center of Icorr. At first, 
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we specify a parallelogram P with vertices pb + ps, pe + ps, 
pe – ps, pb – ps which includes the boundary in question (this 
parallelogram is shown in green in Fig. 5a). Here, 

0( ,0 )def nsp  if the boundary is vertical and 0(0, )def nsp  

if the boundary is horizontal. At second, we get the 
minimal orthotropic rectangular region Iroi that covers P 
in Iin and, if the boundary is vertical, we transpose Iroi (the 
region Iroi is shown in Fig. 5a as a yellow rectangle, and 
the corresponding got region is illustrated in Fig. 5b). 
Finally, we construct the image Icorr by affine 
transformation (shear) of the image Iroi (see Fig. 5c):  

 

   

corr roi

0,

I , : I , ,
2

0, 0, 2 ,

b e roi

b e

roi

y y wx y x y x
x x

x w y n

                  
    

 (1) 

where wroi is the width of Iroi. 
Further, to eliminate the possible inaccuracy in given 

document boundary coordinates, the central boundary 
region is removed from Icorr. For this, Iout is constructed 
via vertical concatenation of regions (0, 0, wroi, nfin) and 
(0, 2n0 – nfin, wroi, nfin) of Icorr. Here and below, the first 
two parameters are the x and y coordinates of the starting 
point, the last two ones are the horizontal and vertical 
dimensions. The result is shown in Fig. 5d.  

For further processing, the pairs of square windows 
on different sides of the boundary in Iout are specified as 
follows: (infin, 0, nfin, nfin) and (infin, nfin, nfin, nfin), where 
0  i < wroi

 / nfin, i   (see Fig. 5e).  
In the experiments below, the following values of the 

mentioned parameters were used: n0 = 90, nfin = 60. 

3.3. Enhancing the contrast of a brightness moiré pattern  

Let Iin be the image of a boundary region in question 
for the brightness moiré detection. We omit color 
information by averaging the values throughout the color 
channels and construct a grayscale image Lin. Let us 
estimate the local average of the signal amplitude Lin via 
a median filter with a window of wmed×wmed pixels and 
denote the obtained image as Lmed. To enhance the 
contrast of the brightness moiré pattern, we employ the 
following transformation:  

     
 

 
    

out inI , : 128 , sgn (L ,
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max low
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in med L
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L

x y k k x y x y

x y

min L x y L x y T
k x y

T

  






 (2) 

Here, klow regulates the importance of small (<TL) 
differences in brightness, and the parameter kmax sets the 
contrast of the final single-channel image Iout.  

An example of a brightness moiré pattern with an 
enhanced contrast by the proposed method is shown in 
Fig. 6b for the input image shown in Fig. 6a.  

In the experiments below, the following values of the 
mentioned parameters were used: wmed = 3, kmax = 28, TL = 3.  

a)  

b)  

c)  

d)  

e)  
Fig. 5. Extraction of the document boundary region: (a) input 

image from the open dataset DLC-2021 with a known document 
location specified by the red quadrilateral and a boundary 

region in question specified by the yellow rectangle; 
(b) corresponds to the image region within the yellow 
rectangle; (c) corresponds to the area within the green 

parallelogram after shear correction of the image (b), (d) the 
final image of the boundary region after removing the central 
area, (e) the result of specifying the windows for further moiré 

detection (shown as white square 

3.4. Enhancing the contrast of a color moiré pattern  

Let Iin be the image of a boundary region in question 
for the color moiré detection. Let us estimate the local 
color of Iin by a window average filter of wavg×wavg pixels 
and denote the obtained image and its linear brightness 
(L = (R+G+B) / 3) as Iavg and Lavg respectively. Finally, we 
apply locally color normalization to the original image Iin 
under the “gray world” [18] assumption:  

       1
gw avg in avgI , : L , I , I , ,x y x y x y x y   (3) 

where the symbol “” denotes Hadamard product, and “–1” 
denotes element-by-element conversion.  

To enhance the contrast, we convert the image Igw 
from RGB space to Hexcone HSV space using the 
formulas from [19], and then set the components S and V 
of the resulting image to 0.5. Converting the image back 
to RGB, we obtain Iout with enhanced contrast.  

An example of color normalization and contrast 
enhancement are shown in Fig. 6d and Fig. 6e 
correspondingly for an input region (s = 0) shown in Fig. 6c.  
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In the experiments, wavg = 15 was used.  

3.5. Texture parameters estimation  

Let Iin be one of the windows of the grayscale image 
with enhanced contrast, whether the image with enhanced 
brightness contrast or one of the channels of the image 
with enhanced color contrast. For Iin we calculate the 
Hough images Hh and Hv for mostly horizontal and 
mostly vertical lines, respectively.  

We employ sum of squares of intensity gradients 
(SSG) [20] method to determine the orientation of the 
texture by the Hough image:  

       
1

3 2
H 0 0 0 0

0
SSG def  k (H 1, H , ) ,

w

s

t t s t s t




    (4) 

where  

 
2

2

( / 2 )
k 1 ,

/ 2

t h
t

h

    
  

  

w×h is the size of the Hough image H, and the weight 
function k(t) guarantees the criterion covariance in terms 
of the input image rotation.  

The dominant orientation of the pattern is the 
direction tm where the criterion SSG is maximal:  

   H

: [ ],   : max ( , ),
arg maxSSG ,   ,

m h v m h v

t

h t t t t t
t t h v

  
   (5) 

where [] denotes the Iverson bracket, where hm specifies 
one of the two angular ranges.  

The coefficient of the texture orientation expression 
cm is defined as the ratio between the criterion value SSG 
in the direction perpendicular to the detected one and the 
maximum:  

 
     

 : 1 1 .v h

h v

H m H m
m m m

H m H m

SSG t SSG t
c h h

SSG t SSG t
 

     
 

 (6) 

The value of the coefficient cm is close to 1 in the case 
of pronounced texture orientation, and to 0 in the case of 
isotropic texture.  

3.6. Verifying the match of texture parameters  
Let the two sets of texture parameters calculated for 

two opposite boundary adjacent windows be h1, t1, c1 
and h2, t2, c2. The parameters characterize the same 
texture if the following condition is met:  

1 2 1 2 1 2 1 2      Δ   Δ .c c t ch h c T c T t t c c           (7) 

where Tc, t, c are configurable thresholds. When 
analyzing a color texture, the parameters are 
independently verified in each channel, and finally, the 
texture is considered “leaking” if the condition (7) is met 
for at least two of the three channels.  

In Fig. 6b, 6f texture parameters estimation and match 
verification is shown. The detected texture orientation tm 

was visualized by calculating the corresponding 
coordinates in the space of the corresponding window, 
and the detected matches were visualized by orthotropic 
rectangles covered the windows.  

In the experiments below, the following values of the 
mentioned parameters were used: Tc = 0.1, t = 5 when 
analyzing the brightness texture, Tc = 0.5, t = 10 when 
analyzing the color texture, c = 0.2.  

a)   b)  

c)   d)  

e)   f)  
Fig. 6. Detection of brightness and color moiré patterns: (a) input 

bound- ary image with the brightness pattern; (b) result 
of matching the brightness pattern within the image with 

enhanced contrast; (c) input boundary image with color moiré 
pattern (s = 0); (d) result of “gray world” local normaliza- tion; 

(e) result of the contrast enhancement of the color pattern; 
(f) result of matching the color pattern in the green channel 
of the image with enhanced contrast. Every yellow segment 

marks the detected orientation tm of the pattern in the 
corresponding window. The red rectangles covered the 

vertically adjacent texture pairs t1 and t2 mark the detected 
texture matches 

4. Detection of display frames in the image  
As a camera moves away from a screen, the moiré 

pattern caused by interference between the grids of the 
camera sensor and the screen becomes less and less 
apparent. At the same time, the frame of the display 
inevitably shows up in the captured image. Therefore, a 
reasonable addition to the basic algorithm is to detect 
preliminarily the presence of the display frame that might 
surround the document.  

The input of the algorithm includes a frame Iin and the 
coordinates of the quadrilateral that defines the position 
of the document boundaries. The image Iin is 
anisotropically scaled to a square image Ismall with the 
side of ns. Since both the screen and the image have an 
aspect ratio significantly different from 1, it is possible 
that only two sides of the frame are present in the image 
even at a great distance (see Fig. 7a). Thus, only two 
parallel sides of a display are enough to detect the 
display. To avoid false positives, it is assumed that each 
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side of the screen frame should be presented by two 
parallel close lines.  

At each point of Ismall a morphological gradient with a 
window of ws×ws is calculated to construct an image Igrad. 
Let us assume that the orthotropic rectangle framing the 
document image has coordinates (lroi, troi, wroi, hroi) within 
Igrad, where (lroi, troi) are the coordinates of the upper left 
corner, and wroi and hroi are the horizontal and vertical 
dimensions correspondingly. Denote a pair of orthotropic 
rectangular regions: an upper Itop with coordinates 
(lroi, 0, wroi, cy) and a lower Ibot with coordinates 
(lroi, cy, wroi, ns – cy), where (cx, cy) is the center of the input 
quadrilateral in coordinates of Igrad.  

For each of these regions, a Hough image for mostly 
horizontal lines is calculated. Further processing of Itop 
and Ibot is identical, so we denote the Hough image as Hh 
without specifying the region to be processed.  

To loosen sharp peaks produced by textured areas, we 
subtract the smoothed along axis t Hough image Hh from 
the original one, keeping only positive values:  

 
       

h

h h

H ,• :

max (0, H ,• G *H ,• ) ,• ,

s

s s s W s

 

  
 (8) 

where Gt
 () is the Gaussian filter kernel with the 

standard deviation of , the symbol “*” denotes 
convolution, the indicator function W equals 0 if the line 
with the corresponding parameters intersects the 
document quadrilateral, and 1 otherwise, the symbol “” 
denotes Hadamard product.  

The slope of the estimated monitor edge tm is selected 
according to the SSG criterion (see section 3.5), and, to 
find a pair of edges in the corresponding line of the 
Hough image, we detect pairs of close peaks 
characterized by the amplitude sum:  

 
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hH

m h h
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: arg maxSSG ,

S : H , max H , ,
r l d
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r r m l m
s s d

t t

s s t s t




 
 



 
 (9) 

where d is the expected width of the frame, and d is the 
allowed deviation from it. If max Sm < Tswroi, then a side 
is not found. Otherwise, a side is detected as a line with 
coordinates (arg max Sm(s), tm).  

The display is considered detected if sides are found 
in both Itop and Ibot.  

The detection of the left and right sides of the screen 
is performed in exactly the same way, but with the image 
Igrad transposed. The result of the display frames detection 
when only the top and bottom sides of the screen are 
visible is shown in Fig. 7a, and the result when all sides 
are visible is illustrated in Fig. 7b.  

In the experiments below, the following values of the 
mentioned parameters were used: ns = 480, ws = 3,  = 2, 
d = 30, d = 25, Ts = 40.  

It is worth noticing that direct using of the proposed 
algorithm for display frames detection could take a cover 
of a document as a frame. However, since our method is 

proposed to be used during remote identity document 
verification, to avoid the false alarm the recognition system 
must allow a user to take off the cover and try to pass the 
verification again. In case when the document is displayed 
on a screen, removing the cover is possible only with 
capturing at close distance, where moiré is appeared again.  

a)   b)  

Fig. 7. Display frames detection when (a) two screen sides 
shown, (b) all screen sides shown. Given document boundaries 

are marked in blue, and detected display boundaries are 
marked in red. The images were taken from the open dataset 

DLC-2021 

5. Experimental evaluation of the proposed algorithm  

The algorithm was tested on subsets of the open 
dataset DLC-2021 [3] contained images of “real” identity 
documents of 10 different types and their screen 
recaptures (denoted by abbreviations or and re 
respectively). The coordinates of the document 
boundaries were known from the given annotations of the 
corresponding images in the dataset.  

A convolutional neural network (CNN), provided by 
the authors of the DLC-2021 dataset, which detects 
screen recaptures, was adopted as the baseline algorithm. 
The quantitative comparison with the baseline was 
performed on the images from screen_negative_test.lst 
and screen_positive_test.lst used for evaluating the 
quality of CNN. Additionally, the performance of the 
proposed algorithm was evaluated on all images from the 
or (16264 images) and re (21896 images) subsets of the 
DLC-2021 dataset. The results of the comparison 
illustrated in Table 1 show that the best modification of 
the proposed algorithm is its full version (“boundaries 
analysis + display edges detection”), which is not only 
superior to the CNN in terms of accuracy, but also allows 
for the best accuracy among all modifications.  

In addition to the accuracy analysis, the computational 
complexity of the proposed method and the baseline CNN 
were evaluated. The comparison was performed for ARM 
Cortex-A73 (arm-v8) and Intel Core i7-3770K (×86) 
processors using image datasets 01.or0004 and 01.re0001 of 
Greek passports grc_passport. The TensorFlow Lite 
platform was used to employ CNN in the experiments. The 
comparison results illustrated in Table 2 show that the 
proposed algorithm outperforms the CNN by 1.5 – 2 times. 

Conclusion  

In this paper, we propose a new method of screen 
recapture detection for documents presented during 
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remote user identification. The main idea behind the 
proposed method is the detection and analysis of the 
specific moiré pattern within the document and 
background local regions near the boundary in order to 
distinguish recapture artifacts and own texture of the 
documents. The algorithm was evaluated using the DLC-
2021 dataset, which contains more than 35 thousand 
images of original documents and their recaptures. The 

evaluation showed that the proposed algorithm 
outperforms the baseline neural network approach in 
terms of accuracy and computational complexity. Future 
work includes testing the algorithm stability on images 
obtained with different registration devices, screen 
resolutions and types of frames due to the insufficient 
number of types of devices and screens used to create the 
DLC-2021 dataset.   

Tab. 1. Performance comparison of various modifications of the proposed method and the baseline CNN provided by authors 
of DLC-2021. The method which demonstrates the maximum accuracy is marked in bold  

algorithm version 
CNN test set from or and re all images from or and re 

recall,% precision,% accuracy,% recall,% precision,% accuracy,% 
the baseline algorithm [3] 89.0 85.9 89.7 - - - 

boundaries analysis + display edges detection 90.2 93.5 92.1 90.5 95.4 92.0 
only boundaries analysis 82.6 93.2 88.6 83.1 95.2 87.9 

only brightness moiré pattern detection 79.4 98.7 89.5 78.6 99.1 87.2 
only color moiré pattern detection 53.6 91.5 74.9 55.0 94.0 72.0 

color moiré pattern detection without scaling 47.2 97.5 73.6 47.4 98.3 69.2 

Table 2. Computational complexity (measured in sec / 1 img) comparison of the proposed method  
and the baseline CNN provided by authors of DLC-2021 

(sec/1 img) proposed (x86) CNN (x86) proposed (arm-v8) CNN (arm-v8) 
grc_passport/01.or0004 0.155 0.224 0.433 0.828 
grc_passport/01.re0001 0.128 0.229 0.376 0.828 
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