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METHODS FOR INCREASING THE EFFICIENCY
OF THE DIFFERENTIAL EVOLUTION ALGORITHM FOR
AERODYNAMIC SHAPE OPTIMIZATION APPLICATIONS

Introduction. Differential evolution (DE) is a simple and robust
evolutionary strategy that has proven effective in determining the global
optimum for several difficult optimization problems. Although DE offers
several advantages over traditional (gradient-based) optimization ap-
proaches, its use in applications such as aerodynamic shape optimization
where objective function evaluations are computationally expensive is
limited by the large number of function evaluations that are often re-
quired. There are currently several approaches to improve the efficiency
of DE for aerodynamic shape optimization applications, such as the use
parameterization methods, evolutionary parameter control methods, pop-
ulation size reduction (PRS) methods, metamodeling techniques (the use
of approximate models as surrogates for real objective functions), me-
metic methods (hybridization of gradient base algorithms with evolution-
ary algorithms), parallel computing strategies [1-3].

In the present work, 6 variants to the DE algorithm are presented,
where different methods were implemented to improve efficiency in
aerodynamic shape optimization processes, specifically in the
optimization of the shape of airfoils.

Methodology. In the comparative analysis that was carried out, 6
different variants of the standard DED algorithm were evaluated,
specifically it was based on the configuration proposed by Derksen
(DE/current-to-best algorithm) [4] to be able to work with the Bezier-
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PARSEC airfoil parameterization technique. Three of the proposed
variants are based on the implementation of parallel computing strategies
(PCS), and the other three on the implementation of multilayer
perceptrons (MLP) as a surrogate model. The algorithms evaluated were:

1. DEp and DE-NN algorithms. Algorithms based entirely on the
one proposed by Derksen [4]. DEp incorporates a PCS [5] to accelerate
the computation process of the objective function, while DE-NN
incorporates MLPs to obtain the value of the objective function.

2. CAPR-DEp and CAPR-DE-NN algorithms. The algorithms
mentioned in the previous point were incorporated the Continuous
Adaptive Population Reduction (CAPR) method, which is a PRS method
[6]. This algorithm is a variant of the Successful History-Based Adaptive
DE (SHADE).

3. CAPR-SHADEp and CAPR-SHADE-NN algorithms. These
two variants, in addition to including the CAPR method, have the
implementation of the adaptation strategy of the evolutionary parameters
used by the Successful History-Based Adaptive for Differential
Evolution (SHADE) algorithm [7].

To evaluate the performance of each of the algorithms, the
following case study was proposed: minimizing the drag coefficient of a
profile (cq), maintaining a lift coefficient ¢;=0.5, within an angle of attack
() range of 0 to 3 degrees. In this case, a viscous, incompressible and
non-turbulent flow was considered under Reynolds number Re=10°.

min Ca(Xsp, @),
such that ci(Xep, @)=0.5,
a € [0, 3] deg,

Xep € Qsp,

where xgp is the design vector of the profile and Qgp is the design
region, both are delimited by the Bezier-PARSEC parameterization
method in its variant BP3333. The details of the design space of the
profile are taken from a previous work done by the author [8]. Having
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used the BP3333 parameters it was possible to omit the crossover
operator in all the evaluated algorithms [4]. In all variants the XFOIL
program was considered to solve the objective function. In the algorithms
where MLPs were implemented, XFOIL was used for the training of
these networks.

In order for the case to be solved by DE, it is necessary to convert it
to a case of unconstrained optimization. This was solved by making use
of an objective function penalty model [9].

min L(xsp, a),
such that a €0, 4] deg,
Xgp € Ogp.

L(xep, ) is the penalty function to be minimized:

L(xBPra) =
cq(xpp, @), if Y(xgp,a) =0,
Y(xpp, a) + U, if Y(xgp,a) >0 cq(xgp,a) < U,, (1)

w(pr, (Z) + Cq (xBP; a)l lf lp(xBPi (X) >0 Acd (xBPI a) > U*:
where
Y(xgp, @) = max{0, |c;(xgp, @) — 0.5] — 6} 2

U- is an upper bound on the constrained global minimum value,
which needs to be updated with the current best known function value at
feasible points; § it is a tolerance to the target value of the c..

Results. The results obtained in the optimization processes are
shown in Table 1 and Fig. 1, considering an initial population of 10xD
(D is number of design parameters). A stop condition (Lavg-Lopt)<5x10
was considered in all of them. The results shown correspond to the
median obtained after running each algorithm 10 times.
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Table 1. Network performance due to changes in hidden layers

Algorithm | Computin | Number of |Number of| cq(a [°]) ci(a [°])
g time (s) |Generations| functions
evaluated
DE/Derksen| 9135.6 88 9680 0.00335(1) | 0.5011(1)
DEp 1450.2 61 6710 | 0.00335(0.8) |0.5015(0.8)
DE-NN 46.1 53 5830 |0.00337(1.2) |0.4991(1.2)
CAPR-DEp | 1214.0 54 2378 |0.00337(0.7) |0.5008(0.7)
CAPR-DE- 43.0 51 5324 | 0.00322(1.1) | 0.4994(1.1)
NN
CAPR- 1469.1 80 7870 | 0.00335(0.6) | 0.5015(0.6)
SHADEp
CAPR- 126 114 9986 0.00317(1) | 0.4991(1)
SHADE-NN
0041 opiET—
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Fig. 1. Optimized airfoils
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Conclusion. When viewing the results obtained, especially from the
first three algorithms in Table 1, the relevance of using PCS (reducing
up to 6 times the computing time) or MLP (reducing up to 205 times the
computing time) is visualized. It is also important to mention that in most
cases a trend was maintained in the optimal geometry of the profile. It is
important to mention that two neural networks were implemented, whose
determination coefficients were approximately 0.95, despite this, they
managed to maintain a tendency to the optimal geometry to that obtained
by the algorithms where XFOIL was used directly to calculate the
objective function. In future works, the comparative analysis will be
continued, mainly varying the initial population.
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O MOJAEJIMPOBAHUU KOHLEBOI'O BUXPS
KPBIJIA KOHEYHOI'O PASMAXA

Bribop moaxonsiiero MeToia HUACHTU(PHUKAIIMNA BUXPEBBIX CTPYK-
TYp, CXOOAINX C Pa3JIMYHBIX HECYIIUX HOBCpXHOCTCﬁ JICTATCJIbHBIX aIl-
naparoB (JIA), siBisieTcst BayKHOM 3aadeil. AHANIH3 SIpa BUXPSl, TeHEPH-
PYEMOro Hecyllel NOBEPXHOCTHIO, TI03BOJISIET BU3YaJIM3UPOBATh BUXPeE-
BYIO CTPYKTYPY IOTOKA, OIIPEAEHATh 3HAUCHUS [IUPKYIIALIMY A1pa BUXPS
1 €r0 pasMephbl B PA3JIMYHBIX CCUCHUAX. I[pyr‘I/IM Ba>XHBIM BOIIPOCOM ITIpHU
WCCIICIOBAHUU BUXPEBBIX CTPYKTYP SIBJISCTCS] HAXOXKICHHE TTOJIOKEHHS
LEHTpa BUXPs Ul IBYMEPHOTO CIIydasi MJIM OCH BUXPSI B TPEXMEPHOM
IIOTOKE. OHeHKa SHaYCHUA HUPKYJIIALUHA AApa BUXPS U BOCIIPOU3BEICHUC
TPACKTOPUUN BUXPS NO3BOJIAIOT YYUTHIBATH BJIUSAHUC BHXpefI Ha OpraHbl
yIpaBlIeHHs], PACIIONIOKEHHbIE B XBOCTOBON YacTu camojera. BaxxHbIM
BOIIPOCOM TAKKE SIBJISICTCSA OLIEHKA BIMSHMS KOHLIEBBIX BUXPEH KpbLia
Ha JIETSIIHUNA c3a1d CaMOJIET.

B HacTosiiee BpeMsl aHaIu3 CTPYKTYpbl TEUEHUS U JETHO-TEXHUYE-
CKHE XapaKTEepUCTUKH JIA B OCHOBHOM OIPEAEIIAIOTCS MMyTEM YHCIEHHOTO
MozenupoBanusi. OJTHAKO MOBBIILIEHUE TOYHOCTH YUCICHHOT'O MOJEIIHPO-
BaHus ooTekanus JIA Tpe6yeT 3HAYUTCIIbHBIX BbIYUCIIUTCIIBHBIX MOIITHO-
creil. B cirydasix, korya HeoOX0MMO POBECTH YUCIICHHOE MOJICITUPOBA-
HHE BUXPEBOM CTPYKTYPBHI B CPEIHEM U JAIBHEM II0JIE, 3aTpauylBacMble
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