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DATA MINING METHODS

(Tashkent university of information technologies named after Muhammad al-
Khwarizmi)

Data mining is information processing and identifying trends in it, which helps
to make decisions. There are many different methods of data mining, modeling re-
quests for processing and collecting information.

Intelligent analysis + data is one of the most relevant topics in the modem
world. And this is not an exaggeration: business analysis + is only a small part of the
scope of this powerful tool.

The principles of data mining have been known for a long time, but with the
advent of big data, they have become even more widespread. When working with
large data sets, relatively simple and straightforward statistics are no longer enough.
Having about a million detailed records, you need to know not only the information
about the location of several thousand records, but you also need to understand
whether this category of records belongs to a specific group.

These requirements have created a complex data mining process. To solve
problems, an analysis + data is required, in which a model is built to describe the in-
formation, and also a final report is created.

Big data combines three dimensions: volume, speed, and diversity.

Volume: when enterprises are overflowed with data of all types, the volume of
which is growing and can easily reach terabytes and even petabytes.

Speed: sometimes 2 minutes is too long. In time-sensitive processes such as
fraud detection, big data should be used as they enter the organization in order to
maximize their value.

Diversity: big data can be of any structured or unstructured type, consisting of
text data from sensors, sound, video recording, lists of visited web pages, protocol
files and other data. When all these data of different types are analyzed, new ideas are
born.

Intelligent analysis + data can be performed with relatively modest database
systems and simple tools including creating your own or using ready-made software
packages. Sophisticated data mining + is based on past experience and algorithms de-
fined using existing software and packages, and various specialized tools are associ-
ated with various methods.

284



@’j Tpyabl MexayHapoaHOW Hay4yHO-TEXHUYECKOW KOHbepeHUnn MWT 2019
e «lMepcnekTnBHLIE MHPOPMALMOHHBLIE TEXHONOTNN»

Working with big data sets, as well as their processing allows you to create
complex generalizations of the results of data mining by groups and data compari-
sons. New systems and tools are now available, such as combined storage and pro-
cessing systems. SQL databases strictly regulate the structure and strictly adhere to
the schema, which simplifies queries to them and analysis + data with a known for-
mat and structure.

Consider some key data mining techniques.

Association (or relation) is the most famous method of data mining. This
method consists in comparing two or more elements most often of the same type.

The classification method is used in describing several attributes to identify a
particular class, as well as input to other methods. Decision trees are used to define
the classification. Each class has certain properties that characterize its objects. A
good example is the task of finding out the creditworthiness of a client. A bank em-
ployee thus operates with two classes known to him - “creditworthy” and “non-
creditworthy”.

So, the task of classification is to determine to which class certain data belong;
however, the set of classes to one of which can later be attributed to the object under
study is known in advance.

Clustering allows the use of common attributes of various classifications in or-
der to identify clusters. By examining one or more attributes, you can group the indi-
vidual data elements together to get a structured conclusion. At a simple level, clus-
tering uses one or more attributes as the basis for determining a cluster of similar re-
sults. Clustering is useful in defining various information because it is correlated with
other examples, so you can see where the similarities and ranges agree with each oth-
er.

Clustering is a task at first glance very similar to the classification method.
This method, also called cluster analysis, is a logical continuation or, if you wish, a
generalized case of the classification problem when the set of classes is not known in
advance.

Prediction methods use the values of some variables to predict unknown (tar-
get) values of variables. In combination with other data mining methods, forecasting
involves analyzing + trends classification, comparison with the model and relation-
ships.

The decision tree associated with most other methods is used within the
framework of the selection criteria as well to support the selection of certain data
within the overall structure. A decision tree begins with a simple question that has
two answers (but perhaps more). Each answer leads to the next question helping to
classify and identify data or make predictions.

Some of these processes can be automated. For example, building a predictive
model to detect credit card fraud is reduced to determining the probabilities that can
be used for the current transaction and then updating this model when adding new
(confirmed) transactions. Then this information is recorded so that the next time the
decision can be made faster.
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Intelligent analysis + data is based on the construction of a suitable model and
structure that can be used to process the identification and creation of the necessary
information. Regardless of the form and structure of the data source, the information
is structured and organized according to a format that allows you to perform intelli-
gent analysis + data with the most efficient model.

Intelligent data analysis + is not only the execution of some complex data que-
ries stored in the database. Regardless of whether you are using document-based SQL
databases, simple, unstructured files need to work with the data to format or restruc-
ture them. It is required to determine the format of the information on which your
method and analysis + will be based. Then, when the information is in the right for-
mat, you can apply various methods (individually or in combination) independent of
the desired basic data structure or data set.
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O IIPUMEHEHNU PID-PEI'VJIATOPA K YIIPABJIEHMIO NHC
C IEPEMEHHOU ITPOBOAMMOCTBIO CUT'HAJTA
TP NCITOJIb3OBAHNN CXEMbI ITOCTOBYYEHN A

(Camapckuii rocy1apcTBeHHbIN yHUBepcUTeT mmyTen coobmenus, AO « HUMACy)

[ToMuMO cymieCcTBOBaHUSI MIMPOKOTO KJIACCa MCKYCCTBEHHBIX HEMPOHHBIX Ce-
Tel ¢ U3BECTHOM apXUTEKTYPOM, TaKUX Kak ceTu Xonduiaa, cetu KoxoneHna, MHOTo-
CIIOWHBIE MIEPCENTPOHBI U JIP., CYIIECTBYIOT OTJAEIBHBIE BUJIBI CETEM, KOTOPBIE CIIEIIH-
QIM3UPOBAHBI JUISl PELICHHS OTACJBHBIX 33/1a4, TAKUX KakK, HAIIPUMEP, COCTABIICHUS
pacnuca”us IpoLECCOB.

Takue ceTu OTANYAKOTCA TEM, UYTO, SABJISSICH CHCTEMaMU HEJIMHEUHBIMU, HE BCE-
r71a MOTYT OBITH OTIMCAHBI YBOJIIOIIMOHHBIM YPABHCHHUEM JIJISI CETH B I[€JIOM WJIU JJIS
Kax0ro HelpoHa. C mo3uiuii TEOpUr aBTOMATUYECKOTO PETYJINPOBAHUS TAKHE CETH
HE SBJISIFOTCS HAOTI0aEMBIMH, a TAKKE SBISIOTCS YaCTUYHO YIIPaBIsEMbIMU (TIO BbI-
xony) [1].

B 3TuX yclnoBUSX NPUMEHUTH aHAJTUTUYECKOE PEIICHUE MO YIPABICHUIO CETU
HEBO3MOYKHO, KPOME€ TOTO, 3HAaYUTEIbHbIE TPYAHOCTH MPEACTABIAECT COOOW 3aIuch
JUHAMUKHA COCTOSTHUSI KaKJIoro Beca. J[yig peanuzanuu ynpaBlieHHsS OIIMOKOW TpH
HaJIMYUU TaKOW MOCTAHOBKM 3a/1a4¥ BO3MO>KHO MNPHMEHUTH UACH0 pEeAM3alliy CHH-
te3a [I1]/[-ynpaBnenus [2] ¢ mocieayrome TpaHCasUue CUrHajla yInpaBJICHUs Ha
BXO/JT 00y4aroux aJlrfOPUTMOB CETH.
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