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|.  INTRODUCTION
In most data processing tasks are frequently useahpetric spectral analys
techniques, which are based lar¢on the method of least squa

XA+ E=Y
or
Xp1 Xp-2 - % ||| | & Xp
Xp Xp—l % 2 + ep+1 — Xp+l
XN-1 XN-2 - XN-pg(@e] | ey N
and expectation errors
eM (e =0
and dispersion
M (e2) =04 n-
Then, by the Gaugdsglarkov theorem, the least squares estimation mas
-1
A= (xTx) X Ty (1)

the most effective (in the sense of least variams@nate in the class of linean-
biased estimators.

Formulating and solving problen But in response to the condition ofn-
stancy of the variance short record lenfor the entire length of the recording is |
always feasible. The following method can be usedliminate or reduce the iu-
ence of heterogeneity of error in determining theameter:

In order to reduce the effect of noise and to imprthe followirg methods of
parametric spectral analysis of the stability diisons are develope

* method of weighted coefficients inversely proparéiberrors

* method of weighted coefficients proportional to h&antaneous power of t
signal;

* method of weightedoefficients proportional to the amount of unitsisliding
window;

* method of weighted coefficients using the estimaiednown characteristic
of the type of measuring instrume
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» weighing method for lo-frequency component;
* method with adaptive weicing.
At the core of these methods is the estimatiorhefrhodel parameters char
agents by solving the system of equati

Xp Xp-1 - % C3) + ep+1 — Xp+1] (2)
XN-1 XN-2 - %N-p-1l[@p| | en XN

or in matrix form XA +E =Y , with the proviso that the expectation erre is zero
M (e)=0, respectively, and the dispersior M (e2) :02In constant over the enti

length of the implementation. Under these condgitee method of least square:
used for the solution of a system

The first stge uses a standard method of least squares aed stectolA, an
error vector is then computt

E :[ep, €1 Gpr 21 - Q,JT

E=Y-XA.
It turns out
=73 X-17 %27 BK-377 K p 3)
Further dividing term by term (3), we obt
Yo g X X2, X3 Knep

& ‘e Ze ©g e

Applying again a standard method of least squavespbtain the estimatcA
while minimizing the amount «

N (1 p ?

UA=D = %= a% || -
i:p q J:1

The idea is as follows. When using a standard E@sares method minimiz

the amount of
N p 2
lNN:Z[M‘Z%*{]’

i=p j=1
in which different terms give different statisticantribution due to various disr-
sions, which leads to inefficiency estimates tlastesquares method. Weighing e
case by a factaye, it is possible to elimiate the heterogeneity, or rather, give gre
weight to the observations with a small el
The second method is based on the method of weghtefficients in progr-
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tion to the instantaneous power sig
Unlike the first method, this o-step method.
The essence of the method is to minimize the amaoft

2

N p

U(A)=Z[s[>ﬁ -2 g X J] .
i=p =1

wheres is calculated by the following formu

N
s =[x 1Y%
I=p

This weighting makes it possible to take into aettdhe reports is proportion
to the amplitude.

The responses from the sensors have a short ldogahibn, and mostly it i
very difficult to ensure that at differeN standard deviation were the same. ‘e-
fore, the use of such weighing makes it possiblertioance the data with large ¢
smal to ease data reporting valt

The third method is based, as the second, weighkbefficients on, but unlik
this method, weighting factors are as follc

The fourth method is based on the fact that thearese is modeleby the sum
of damped sinusoids. The first part of the procec- normal use of the Pro-
method. After finding the parameters of dampedsamiapply the least squaree-
thod again, the assessment is minimized by thehtaigcoefficients in proportiolo
the absolute lowrequency component, which makes it possible te iako accoun
the most heavily initial reports and peak val

The use of weighting operation reduce the impaatam$e and, most imyr-
tanty, reduce the model ord

Description of he developed proposaDesigned weighing methods are ba
on a threestep procedure. The first step is to find a stasthdasessment of the vec
A of parameters of the mathematical model for thaetieis (1) with the modifie
Prony-method. In the sead step it is calculated error vec E=Y —XA , the results
of which were weighed. In the third step, takingpiaccount the results of the wh-
ing is carried out again to find the vecA of parameters of the mathematical mo
Application developed by weighting methods can imprdsedtability of finding ¢
mathematical model parameters means estimates measus to reduce its ord
and reduces the influence of samples with low digose ratio. The proposede-
thods of weightingapplied not directly to the data readings, and éfaations o
normal systems, there is rationing of equationthéprocess of applying the metfr
of least squares. This is essential when using#t@ods of the weighted coefficiel
gets proper selé@on response duratic

In applying the method of least squares on the §-Markov theorem, evaa-
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tion of response options are most effective (insdese of least variance) estimate
the class of linear unbiased estimates providedstaoh variancehroughout the
length of the data that responses with a shortrd@wg length is not always feasib
To eliminate or reduce the impact of data errotseriogeneity suggested a methoc
weighted coefficients inversely proportional ert

Using the standd method of least squares for a short duratioresponse |
based on the minimization of the discrepancieféndifferent terms which givef-
ferent statistical contribution due to various éispons, which leads to inefficien
estimates the leastjgsares method. It is shown that, weighing eachrehtien by &
factor,,, can be eliminated heterogeneity, giving greateghteio the observatior

with a small error.
The first stage uses a standard least squares th&thcompuing estimates
A of the systems of equations |

L
In the secondtage error vect(E = [ep, S P e,] is calculated by th

relationsE =Y —XA , on the basis of which carried out the valuatiqnation for the
current errore,, if it exceeds a predetermined thresr

g Xty g X2, %3, o %ep
& Ve 2e g e

Further using the method of least squares estimatioroveeticulating refines
by minimizing the amount ¢

N (1 p
Ul(A):Z - Xn_zaj)f—j
i=p| & j=1

Discussion of research rest.

The proposed method is preferably used for respoasiw signal/noise rati
in the presence of errors. This method allows terddne the dynamic characis-
tics of measuring instruments, not overstating dhger of a mathematical mod
while reduang the impact of noise and errors. The simulatesults (Figure 1) sho
that the signal/noise ratio 5/1 and the unit shphematical model parameters
determined with an accuracy of 1%, and the respens®e of approximation (se
Figure 1, c) i:ot more than-3%. The disadvantage of this method is its labten-
sity associated with the need to perform a i-step procedure.

The development of this method are -step methods of weighted ca-
cients. The method of the weighted coefficientsportional to the instantaneoum-
plitude of the signal, the essence of which is teimize the amount ¢

2
N p
Ua(A) =2, s{m—Zajx-jJ ’
i=p

=1

2

wheres is calculated by the following formu

338



@,} Tpyabl MexxayHapoaHOW Hay4YHO-TEXHUYECKON KOHbepeHLnn

5 MUT 2017
e «[lepcnekTnBHblIE MH(POPMALIMOHHBLIE TEXHOMNOMNN»
N
s =xl/ X |-
I=p

I AN
T 7 : : -
+‘ . i e e e e J{
2 T T
}> 1 ! I o TE m. TE oy S = \& _ {
N " 1 T 1 iy R
}> Seull 4T I jL__tw g TE 5 TR 4 I i L 41
] T s e =2 R . S TR

Figure 1. The results of the applicaticf weighting methods: a signal and noise
signal; b —the results of processing with the use of modethimethod Prony; —
use of the method of weighted coefficient— the application of the method
weighted coefficients proportional to the instineous amplitude of the signal—
the use of a method that uses a coefficient prmpatto the amount of modules
response sliding window

This weighting makes it possible to take into aectan proportion to them-
plitude of the samples (see Fig 1, d). The main advantage of this method is
ability to select the optimal response durationth same time, this method is m
sensitive to errors. The simulation results confilra ability of a method to weak:
the influence of the "tail"* of tl response to determine the parameters of the r
The method allows to determine the parameters b ipt-1%, and the response
the approximation error does not exceed

In the method of the weighted coefficients, whick proportional to the st
of the modules in a sliding window, weighting caa#nts are normalized by thel-
lowing formula:

p-1 N
s =2 -] )%
j=0 j=p

In this method, the response is submitted in the fof an autoregressive 1d-
el of orderp, and weighting the selected equn involves onlyp previous samples,
which is calculated based on the initial referemakie. This approach using e-
grated assessments to reduce the model order,eethe impact of near misses
the effect of the trend, present in the responsking computing more sustainal
results. The simulation showed that this methocafergnal/noise ratio of 5/1, allov
you to define the parameters of a mathematical htodeithin 0.5-1.5% (see Figure
1, e.), and the response approximation error doeexceed 2%.

A method for weighing a low frequency componenteoa®n the Pror-
method is applied, through which the search pamammetamped sinusoids. Thels-
ing the method of least squares estimates obtdgdtie weighted coefficients a

339



@’J International Scientific Conference Proceedings

L—,g “Advanced Information Technologies and Scientific Computing” PIT 2017

minimized in proportion to the instantaneous values of the n®doh-frequency
component that makes it possible to take into awcthe initial and peak values
samples.

The effect of weighting methods is shown in Figlirevhich shows that tF
application of the elveloped methods allows to obtain more accuratdtsethan the
Prony-method.

It is developed a method with adaptive weightindpjolr comprises applyin
the twostep procedure. In the first step use the stant@ttiod of least squarese-
sidues are caldated in the second step and all the samples fachndnlarge residue
are replaced with the values calculated using tlieragressive approximation a
least squares procedure is repeated. The main t@dpeanf the developed adapt
method is the stalily of its solutions and the independence of théividual errors
In the simulation, the error in determining thegmeters do not exceed -1%, and
the determination of response error is

Thus, the use of the developed methods based ajhmgi would greatly re-
duce the effects of blunders and response arehdigit nois
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I'.C. Kupuuenko

PA3PABOTKA DKCIUTY ATALIMOHHOU JIOKYMEHTALIMU
B EJIMHOM MH®OPMAILIMOHHOM ITPOCTPAHCTBE [PEJIIPUSITUSA

(AO «PKIL] «IIporpecc», r. Camapa)

PaccmarpuBarorcs nmepexol Ha MHTEPAKTUBHYIO 3JIEKTPOHHYIO JKCILTyaTalld-
OHHYIO JOKYMEHTAIIMI0 Ha PaKeTHO-KOCMUYECKHE H3/enusi, pa3padbaTbiBaeMble B
€IMHOM MH(POPMAIIIOHHOM MPOCTPAHCTBE MPEATPUSATHSI.

Kusnennviil yuka uzoenus, UHmepaKmueHoe 2J1eKmpoHHOe MEeXHUYEcKoe pyKo-
800CmM8E0, UHPOPMAYUOHHBLE MEXHOLO2UU, IKCNILYAMAYUOHHAS OOKYMEHMAYUS]
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