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I. INTRODUCTION 

Image alignment is used in a wide variety of fields, 
particularly in medicine for the alignment of positron 
emission, magnetic resonance and computed tomography 
images. 

The task of image alignment comes down to the fact that 
points corresponding to identical elements of the scene 
structure are aligned by a spatial geometric transformation of 
two or more images formed by sensor. Image alignment 
techniques have been intensively developed and widely used 
over the last few decades. Many effective approaches 
oriented to different application tasks have been proposed. 
Conventionally, these approaches can be divided into two 
broad categories: image alignment based on key features and 
based on intensities [1]. 

The extraction of image features is often difficult [2, 3] 
for aligning images that have different nature and structure. 
Intensity-based alignment does not require any feature 
search, but involves only the estimation of the numerical 
value of a similarity measure. At the same time, the 
theoretical-informational measures have been increasingly 
used, as they do not require prior processing and estimation 
of image parameters. Such measures include Shannon and 
Renyi mutual information (MI) [4, 5]. 

II. PROBLEM STATEMENT 

The search for optimal geometric deformations 

parameters * , in particular of two images (1)
Z , (2)

Z  is 

reduced, as a rule, to the search for the extremum of a 

multidimensional objective function ( ) ( )(1) (2), ,J J Z Z =  

describing a certain similarity measure between the 

conditionally reference (1)
Z  and deformed (2)

Z  images. 

An efficient approach to finding an extremum in the 
image alignment problem is an adaptive non-identification 
stochastic procedure [6], which in general reduces to:  

 ( )( )1
ˆ ˆ ,Λ Jt t t tZ   −=   () 

where ̂  – vector of parameter estimates; ( )   – stochastic 

gradient of the objective function ( )J   of parameter 

estimation quality; Λ  – the gain matrix that determines the 

quality and rate of learning estimates; 1,t T=  – iteration 

number; tZ  – local sampling from images (1)
Z and (2)

Z  at 

the t -th iteration, by which the stochastic gradient of the 

objective function. 

Shannon MI is defined as [7]: 

 ( ) ( ) ( )(1) (2) (1) (2)ˆ ˆ ,S H H H= + −J Z Z Z Z  () 

where ( ) ( )ˆ ( ) ln ( )Z z i z i
i

H p z p z= −  and 

( )(1) (2)

1, 2 1, 2
ˆ , ( , ) ln( ( , ))Z Z z z i k z z i k

i k

H p z z p z z= −   – is 

the estimates of single and joint entropy of images (1)
Z and 

(2)
Z ; zp  and 1, 2 ( , )z z i kp z z  – estimates of marginal and 

joint probability density image brightness over the local 

sampling tZ ; ,i kz z – the pixels included from the local 

sampling. 

Renyi MI is found from the Renyi entropy of order , 
which is determined as [8]: 
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−
= −   are single [9] 

and joint Renyi entropies;   is a constant, called the entropy 

order. 

The object of the paper is to investigate the effect of the 
Renyi entropy order on the convergence rate of a stochastic 
procedure. 

III. EXPERIMENTAL RESULTS 

The research was carried out on real and simulated 
images. Examples of the following results are obtained on 
synthesized images with Gaussian brightness distribution. In 
particular, Fig. 1 shows normalized Shannon (line 1) and 
Renyi MI at three values of the entropy of order alpha: 0; 1.1  

mailto:r.kovalenko.o@gmail.com
mailto:tag@ulstu.ru
mailto:1.9.0@mail.ru


IX Международная конференция и молодёжная школа «Информационные технологии и нанотехнологии» (ИТНТ-2023) 
Секция 3. Распознавание, обработка и анализ изображений 

030932 

and 6 (lines 2, 3, and 4 respectively). The mean and 
maximum slopes were also estimated for these similarity 
measures, which determine the potential convergence rate of 
the parameters of the stochastic procedure (1). 

 

Fig. 1. Shannon and Renyi MI  

The maximum slope for the Shannon MI was 3.36 and 
the average was 0,11. For the Renyi MI, these parameters 
depend on  . The corresponding dependences are shown in 

Fig. 2a and 2b, respectively. Note that at 1 =  the Renyi MI 

is reduced to the Shannon MI. This value is missed in the 
Fig. 2. It can be seen that the greatest average slope is 
provided by selecting   from about 0.9 to 1.7. To verify this 

conclusion, a series of experiments were done to estimate the 
parameters of image deformation using procedure (1). 

 

Fig. 2. Dependences of the maximum and average slope of Renyi MI on 

entropy order 

The Euclidean mismatch distance [10], which fully 
describes the behavior of the deformation parameter 
estimates vector, was used as the accuracy of alignment of 
the reference and deformed images. The convergence rate 
was determined by the number of iterations until the 
Euclidean mismatch distance minimum was reached. An 
example of the corresponding dependence for the 
deformation parameters: shifts along the basic axes -4.5 and 
4.5, rotation angle -5.5o, scale factor 1.1, is shown in Fig. 3. 
In Fig. 3, the median convergence rate corresponds to line 1 

and the mean to the line 2. The local sample size tZ  was 

100. The results were averaged over 60 realizations. The 
minimum number of convergence iterations is achieved 
at 1,1 = . In this case the average convergence rate as well 

as the median is 112. When using the Shannon MI, the 
average number of convergence iterations is 116 and the 
median is 114.  

IV. CONCLUSION 

Thus, in stochastic image alignment procedures based on 
the Renyi MI, the choice of the order of the Renyi entropy 
has an effect on the convergence rate of the procedure. The 

experiments (Fig. 3) also confirmed the assumption that the 
order of the Renyi entropy can be chosen a priori before the 
design of the alignment procedure only by the appearance of 
the similarity measure graph (Fig. 2b). In particular, the 
range from 0.9 to 1.7 turned out to be preferable in the 
conducted studies. 

 

Fig. 3. Dependencies of the convergence rate of the stochastic procedure 

on entropy order 
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