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Abstract. Currently, most of the image processing works deal with images defined on 

rectangular two-dimensional grids or grids of higher dimension. In some practical situations, 

images are set on a cylinder. For example, images of a section of a pipeline, a blood vessel, 

parts during turning, etc. The peculiarity of the domain for specifying such images requires its 

consideration in their models and processing algorithms. In the present work, autoregressive 

models of cylindrical images are considered, expressions of the correlation function depending 

on the autoregression parameters are given. To represent heterogeneous images with random 

heterogeneities, «doubly stochastic» models are used in which one or more images control the 

parameters of the resulting image. Note that the spiral scan of a cylindrical image can be 

considered as a quasiperiodic process due to the correlation of image lines. For example, 

voiced speech sounds and musical tones. The scans of two or more correlated cylindrical 

images can serve as a model of a system of correlated quasiperiodic processes. Pseudogradient 

algorithms for filtering and predicting images and processes and identifying their models are 

proposed. The conducted statistical modeling showed that these algorithms are close in 

efficiency to the optimal algorithms constructed with known values of the parameters of the 

processed data. 

1. Introduction 

Currently, the vast majority of image processing works deal with images defined on rectangular two-

dimensional grids or grids of higher dimension [1-7]. There are much fewer works on images defined 

on the sphere and other curved surfaces, for example, [8-11]. However, sometimes images are set on 

the cylinder. For example, images of a pipeline, a blood vessel, a part during turning, a tree trunk, etc. 

Traditional models of rectangular images can be used to model only small sections of such images, 

and to describe the entire image, the model would have to be very complicated by breaking the 

cylinder into many sections. In this paper, we use a single autoregressive model of the entire 

cylindrical image. The pseudo-gradient adaptive algorithms for their prediction and filtering are 

constructed based on these image models. 

2. Models of random fields on a cylinder 

We first consider the well-known autoregressive model of a flat image [6]: 

 lklklklklk xbaxbxax ,1,1,11,,         (1) 

where k is the number of the row; l is the number of the column; lk , ξ  are independent standard 

random variables. 

Figure 1 (a) shows an example of simulating an image using this model. Figure 2 shows a graph of 

several rows of such an image, separated by vertical lines. 
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Figure 1. Model simulated image (1): (a) scan image, (b) first columns, (c) graph of adjacent image 

lines. 

 

Parameters ba,  affect the horizontal and vertical correlations of the image, respectively;   

affects the dispersion of the image. The generated image has zero mean and covariance function (CF) 
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the graph of which is shown in figure 2. 

 
Figure 2. CF graph of the model (1). 

 

Correlation between image elements decreases along rows and columns. Therefore, the elements of 

this image located at the beginning and end of the row are weakly dependent. When connecting the 

image into the cylinder (between figure 1 (a) and 1 (b)), there will be a large jump in brightness at the 

junction that is not characteristic of the image on the cylinder. The adjacent rows of the rectangular 

image with 1b  have a high correlation, therefore, when combining the rows into a sequence, we can 

obtain a model of a quasiperiodic process. However, the beginning and end of each row, being at a 

considerable distance from each other, are practically independent of each other, so there will be sharp 

jumps at the junction of the quasiperiods of the process, which are unusual for relatively continuous 

processes (figure 1 (c)). 

Thus, rectangular images do not give acceptable representations of cylindrical images and 

quasiperiodic processes. In this paper, for this purpose, we use images defined on a cylinder, the 

values of which along the spiral do not have undesirable sharp jumps. 

3. Autoregressive model of a homogeneous cylindrical image 

Consider a spiral grid on the cylinder (figure 3 (a)). Rows of this grid are turns of a cylindrical spiral. 

The turns of this image can also be considered as closed circles on the cylinder with the same 

numbering (figure 1 (b)). To describe the image defined on a cylindrical grid, we use an analog of the 

autoregressive model (1), where k is a spiral turn number and l  is a node number ( Tl ...,,0 ), T  is 

the period, i.e. the number of points in one turn [9, 10]. This model can be represented in equivalent 

form as a scan of the image along a spiral: 

 nTnTnnn xabxaxax     11    (2) 

where n=kT+l  is end-to-end image point number. A cross-section of the image obtained using this 

model is shown in figure 4. 

A characteristic feature of CF (3) is its continuity at the junction of periods, in contrast to figure 2. 

The image in figure 4 is also continuous along the cut line, which is noticeable in the first few columns 

attached to this image. As a result, the process described by model (2), that is, the scan of the 

cylindrical image in a spiral, does not have sharp jumps at the junction of periods (figure 6). The 

examples of simulating cylindrical images at various values of the model parameters (2) are shown in 

figure 7. 
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Figure 3. Grids: (a) cylindrical, (b) 

circular. 
 Figure 4. Section of a cylindrical image. 

 

It can be shown that the CF of model (2) has the form: 
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  and Tas  . The graph view of such a CF is shown in figure 5. 

 
         Figure 5. Graph of CF process model (2).   Figure 6. Schedule of a simulation of a process by a 

model (2). 

 
Figure 7. Simulated images on a cylinder: (a) a = 0.95, b = 0.99; (b) a = 0.99, b = 0.95; (c) a = b = 

0.95 

4. Autoregressive model of an inhomogeneous cylindrical image 

The images generated by models (1) and (2) are homogeneous, which limits the scope of their 

application, since many images and signals have significant and random heterogeneity. In [12], it was 

proposed to represent the heterogeneity of images in the form of «doubly stochastic» model on 

rectangular grids. In this view, several common «control» images set random parameters for a 

«managed» resulting image. The heterogeneity of the resulting image is determined by the local 

features of the control images. 

To represent inhomogeneous cylindrical images [13], we apply the doubly stochastic model similar 

to those considered in [12]. To do this, let us take two images }{ nuU   and }{ nvV   defined by 

      

http://elibrary.ru/item.asp?id=24012005
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models (2) with some of their parameter values as control images. The managed image X is also set by 

the model (2) with variable parameters nnnn vbua  , . 

Figure 8 shows an example of applying this model to simulate an image on a cylinder. There is 

only one control image (U=V) which is shown in figure 8 (a). The final image in figure 8 (b) has a 

pronounced heterogeneity caused precisely by the variability of the parameters of model (2). The dark 

areas of figure 8 (a) correspond to small values na  and nb , therefore, at these places figure 8 (b) is 

less correlated. 

 
Figure 8. Simulation of double stochastic image on a cylinder: a) control image, b) final image. 

 

Figure 9 shows graphs of two segments of a quasiperiodic signal simulated using the described 

doubly stochastic model with period Т=25. The quasiperiods are separated by vertical lines. 

Parameters na  and nb  change with time, so the correlation properties of the final process also change. 

The upper graph corresponds to large values of these parameters, therefore, the process is close to 

purely periodic. At small values of the parameters, the periodicity is weaker (lower graph). 

Thus, the described double-stochastic models of cylindrical images can serve as the basis for 

modeling and simulating quasiperiodic processes with a wide spectrum of non-stationarity by an 

appropriate set of model parameters. 

 
Figure 9. Plots of simulated quasiperiodic process. 

5. Model identification, prediction and filtering of a cylindrical image 

Let an informative cylindrical image }{ nxX   be given by model (2) and its observations }{ nzZ   

have the form: 

 nnn xz θ , (4) 

where the noise }{ nθΘ  is the set of independent Gaussian random variables with zero mean and 

variance 2

θσ . It is required to build a forecast nx~  of the next value of nx  from observations },{ nizi   

and to estimate nx̂  (filtering) from the observations },{ nizi  . To solve this problem with unknown 

parameters a, b and 2

θσ  we us the adaptive pseudogradient version of the Kalman filter [9, 13, 14]:  

 11
ˆˆˆ~    ,~)~(~ˆ

  TnnnTnnnnnnnnnnnnn xbaxbxaxsxxzsxx , (5) 

where the vector of parameters ),,( nnnn sbaα  is calculated using the procedure: 
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 (6) 

The components of the vector ),,( nnnn sbaα  are forcibly limited to values from 0 to 1 for more 

stable operation of the algorithm with step h . 

Figure 10 shows an example of filtering of the inhomogeneous cylindrical image with unit variance 

and sharply changing autoregression parameters. (a=0.95, b=0.5 or vice versa a=0.5, b=0.95). Figure 

10 (a) shows an informative image, figure 10 (b) shows its noisy observation with 12  , and figure 

10 (c) shows the result of filtering. It is noticeable that on the first few rows (turns) the filtering errors 

are large, since procedure (6) takes some time to optimize the filtering parameters. 

In particular, it follows from figure 11 (d) that there is an optimal value of h, near which the 

filtering accuracy varies slightly, so one can use h=0.001. 

Note that the problem is greatly simplified if you only need to evaluate the parameters of model (2) 

without the noise. Then instead of two equations (5) there is only one 

 11
~

  TnnnTnnnnn xbaxbxax  (7) 

and in the filtering procedure (6) only the first two equations remain. 

 
Figure 10. An example of an inhomogeneous image filtering: (a) an informative image; (b) noisy 

image; (c) result of filtration. 

 
Figure 11. Graphs of the dependence of the standard deviation of forecast and filtering errors on the 

parameters of the informative image model and noise: (a) on the general correlation of the image 

(a=b); (b) on the standard deviation of noise   at a=b=0.95; (c) on the correlation a of the image 

along the row at b=0.95, 12  ; (d) on the step h of the procedure (6). 
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Figure 11 shows graphs of the dependence of the standard deviation SD of forecasting and filtering 

errors on the parameters of the informative image model and noise, and on the value of step h of 

procedure (5). These results were obtained by statistical modeling at T=100.  

6. Conclusions 

Autoregressive models of cylindrical images are considered in the paper. Correlation function 

expressions are given depending on autoregression parameters. To represent heterogeneous images 

with random heterogeneities, doubly stochastic models are used in which one or more images control 

the parameters of the resulting image. The spiral scan of a cylindrical image can be considered as a 

model of a quasiperiodic process. The paper proposes pseudo-gradient model identification 

algorithms. To identify the model, filtering and predicting images, adaptive pseudo-gradient 

algorithms are proposed. Examples of the application of these algorithms are provided. 
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