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Abstract—Gradient boosting ensembles of decision trees are 

a very popular type of machine learning model, with several 

popular implementations. Some of those implementations utilize 

symmetric decision trees - decision trees of a specific structure 

that improve regularization and speed predictions. Over the last 

years, several research works have been published related to 

piecewise-linear decision trees and their utilization in gradient 

boosting ensembles. In this paper, symmetric piecewise-linear 

decision trees were introduced, and it was shown that it is 

possible to efficiently train such trees in gradient boosting 

ensembles. It was shown that such symmetric piecewise-linear 

decision trees have significantly faster prediction time compared 

to regular decision trees and piecewise-linear decision trees of 

similar depths and that ensembles of symmetric piecewise-linear 

decision trees achieve competitive quality on open datasets. 
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decision trees, gradient boosting. 

I. INTRODUCTION 
Gradient boosting over decision trees is one of the most 

popular machine learning algorithms. It was initially proposed 
in [1], and it can achieve excellent quality on a large variety of 
datasets out of the box, has built-in feature selection and 
regularization, and also has several efficient implementations 
[2], [3], [4]. Improving efficiency and performance of gradient 
boosting ensembles are popular areas of scientific research. 
One of the possible improvements to those algorithms is the 
usage of oblivious (or symmetric) decision trees [5] that have 
the same split rule on each level. This decision tree structure 
drastically reduces prediction time of a single decision tree, 
which is important in many big data and highload scenarios. 
Another possible type of tree that possesses interesting 
properties is a piecewise-linear decision tree. Piecewise-linear 
decision trees return a linear function over features in a leaf as 
a prediction. This allowing to more easily model linear 
dependencies in the data and improves performance without 
increasing prediction times.  

In this paper, a definition of oblivious piecewise-linear 
decision trees is proposed. Algorithms for training and 
predicting such trees were implemented using Python, and a 
significant boost in prediction speed is demonstrated on 
publicly available datasets. 

This paper is organized as follows. First, a brief overview 
of gradient boosting over decision trees is given. Then the 
concept of piecewise-linear decision trees is explained. Then a 
definition of oblivious piecewise-linear decision tree is given, 
and an algorithm for efficient training of such trees within 
gradient boosting paradigm is described. The next section 
describes an experimental evaluation of prediction speed of 
suggested algorithms. The last chapter contains the conclusion 
of the work. 

II. GRADIENT BOOSTING OVER DECISION TREES 
Given a dataset of samples 𝐷 = (𝑥𝑖 , 𝑦𝑖) with 𝑚 features, 

where |𝐷| = 𝑛 is the number of samples, and 𝑥𝑖 ∈ 𝑅𝑚, 
gradient boosting algorithm trains a sequence of size 𝑇 of 

decision trees {𝑡𝑘}1𝑇 to minimise global loss function 𝐿. The 
final output of gradient boosting is the summation of these 
trees 𝑦
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𝑘=1 (𝑥𝑖). Let 𝑙: 𝑅2 → 𝑅 be the loss function for 

a single sample. Then the global loss function is usually 
represented as a summation of individual losses over training 
dataset 𝐷 and a regularization term 𝛺(𝑡𝑘) to prevent 
overfitting: 
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Let 𝑦𝑖
^ (𝑘)

 be the predicted value of 𝑥𝑖 after iteration k. At 
iteration 𝑘 + 1 a new tree 𝑡𝑘+1 is trained to minimise the 
following loss 
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With second-order approximation, and assuming all 
predictors from 1 to 𝑘 fixed, the loss at step 𝑘 can be 
represented as 

𝐿(𝑘+1) ≈ 𝐶 + 𝛺(𝑡𝑘) +∑(
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Popular libraries for gradient boosting over decision trees 
implement algorithms that minimize global loss in the way 
described above. Piecewise-linear decision trees described in 
[6] also fit linear coefficients for features in the split. For such 
trees it is possible to represent loss component of a leaf 
parametrized with linear coefficient w and constant value b the 
following way: 
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III. OBLIVIOUS PIECEWISE-LINEAR DECISION TREES 

A. Definition 

Definition 1 (Symmetric piecewise-linear decision tree). A 
symmetric piecewise-linear decision tree is a piecewise-linear 
decision tree that has all the levels of the tree completely filled, 
all nodes on the same level have the same splitting rule and 
common left linear coefficient and right linear coefficient. 

Such kind of trees are simpler than general piecewise-linear 
decision trees and can be considered as a method of 
regularization. They also have an increased prediction speed, 
having a greater degree of utilization of modern CPUs through 
SIMD parallelization.  
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B. Efficient Learning 

Algorithm for efficient learning of oblivious piecewise-
linear decision trees has a lot in common with algorithm 
described in [6], with several key differences. The general idea 
remains the same - at each step of the algorithm we choose to 
change the tree structure to optimize global loss function based 
on values of gradients and hessians in each training instance 
computed from gradient descent step.  

First difference is that tree building is performed level-wise 
instead of node-wise. Second difference is that we build each 
level of the tree by considering every possible split over every 
possible feature that optimizes global loss function assuming 
common splitting rules and left and right linear coefficients for 
nodes on the same level.  
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Finding optimal values of linear coefficients, leaf values on 
each level and optimal value of loss function corresponding to 
each splitting rule is a quadratic form minimization problem. 
The matrix representation of this quadratic form is an 
arrowhead matrix, which has efficient algorithms for 
computing an inverse matrix [7]. This inverse algorithm is used 
to solve a minimization problem and find optimal values of 
loss, linear coefficients, and leaf values at each level. Building 
of levels in the oblivious piecewise-linear decision tree 
continues until stop condition is achieved, usually formulated 
as a limit on the number of levels. 

IV.  EXPERIMENTS 
Suggested algorithm for learning and predicting gradient 

boosting ensembles of oblivious piecewise-linear decision 
trees was implemented using Python programming language. 
To demonstrate improvements in prediction performance, 
ensembles of 100 decision trees with depth 5 were trained on a 
HIGGS dataset that consists of 11000000 objects with 28 real-
valued features using XGBoost, CatBoost, Piecewise-Linear 
decision trees (PWL) and Oblivious Piecewise-Linear decision 
trees (SYMPWL). These ensembles were used to predict 5% 
of HIGGS dataset 100 times, and averages prediction times 
were reported in the table below. According to the results, 
oblivious piecewise-linear decision trees achieved a significant 
improvement in prediction time compared to regular 
piecewise-linear decision trees but are slower than CatBoost 
oblivious decision trees. 

TABLE I. HIGGS DATASET FEATURES USING XGBOOST, CATBOOST, 
PWL AND SYMPWL 

Library Prediction time (ms) 

XGBoost 280 

CatBoost 90 

PWL 300 

SYMPWL 132 

V.  CONCLUSION 
Efficient machine learning algorithms that are able to 

demonstrate the best quality possible in as little prediction time 
as possible is an important area of research relevant for many 
industries. This paper introduces oblivious piecewise-linear 
decision trees - a type of decision tree that combines 
advantages of oblivious decision trees and piecewise-linear 
decision trees. Suggested oblivious piecewise-linear decision 
tree is possible to efficiently train and it is possible to 
implement an algorithm that achieves a significant prediction 
speedup per tree compared to XGBoost and regular piecewise-
linear decision trees. 
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