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#### Abstract

In 1989, L.R. Rabiner proposed a solution to the problem of identifying hidden Markov models by the induction method using a modified "forward-backward" algorithm. This article proposes the use of a modification of this method to solve the problem of identifying Markov sequences for belonging with a given probability to a specific class of the automate Markov model (AMM). A model defined on the basis of stochastic matrices of the class ergodic, which determine the class of the AMM.


## 1. Introduction

Markov models are used to solve various problems [2-5, 15, 24]. For example, displays of complex systems and processes in different areas [2-5]. In [6-17] one can find the results of studies of the analysis of the entropy and asymptotic properties of discrete Markov processes. A separate area of research in the theory of Markov processes consists of analysis tasks (recognition, control, and diagnostics) certain information about the structure or nature of the automaton for implementations that represent the automaton with a given accuracy [7, 8]. In [11, 12] methods for the classification and identification of Markov chains (MC), which arise in solving the recognition problems of automate Markov models (AMM), are proposed. In particular, they are based on the calculation of functions from sequences of finite length, taken from the AMM output, with a certain relative to the stochastic matrices (ESM) that defines it. This reduces the accuracy of the analysis based on the indicated functionals with restrictions on the length of the observed sequence, especially for the MC length of the order $10^{2}-10^{3}$.

References $[18,19]$ consider issues related to AMM on the basis of the Markov chains generated by them. To solve the above problem, identification models were proposed that are based on the calculation of functionals directly from the implementation of the digital computer, taking into account the structure of the ESM that determines the AMM. According to the results, the methods obtained made it possible to increase the information content of the solution of the AMM recognition problem, to identify it with a higher confidence probability for a smaller number of generated elements of the CM.

In [20], an approach is proposed to the identification of automaton Markov models defined on the basis of ergodic stochastic matrices based on the implementations of Markov chains generated by them, which is a modification of the "forward-backward" algorithm proposed for solving the speech recognition problem for a hidden Markov model in [1]. The identification model is considered for two classes of automate Markov models defined on the basis of regular and cyclic ESM.

This paper shows the possibility of developing a modified "forward-backward" algorithm for Markov sequences, for which at a given time instant there is a subset of states observed with equal
probability. This algorithm can be applied, in particular, to describe and study objects from the field of quantum information processing [25].

## 2. The modification of the "forward-backward" algorithm.

We will call automate Markov models (AMM) as autonomous probabilistic automaton without outputs

$$
\begin{equation*}
\left(S, \phi\left(s^{\prime} / s\right)\right) \tag{1}
\end{equation*}
$$

where $S=\left\{s_{i}\right\}, i=\overline{0, n-1}-$ is a set of MC states, $s, s^{\prime} \in S, \phi\left(s^{\prime}, s\right)$ - is a transition function given by a stochastic matrix $P_{s}, P_{s}=\left(p_{i j}\right)$ of $n \times n$, size , $i, j=\overline{0, n-1}$ [10]. If you set different functions $\phi\left(s^{\prime}, s\right)$ for AMM, you can get a finite set c of different subclasses of AMM, defined by the ESM $P:\left\{Q_{k}\right\}, k=\overline{1, c}$, and to solve the problem of recognition of AMM from the implementation of experiments of MC generated based on given AMM subclasses. Subclasses of AMM are given depending on the structure of ESM $P$. The subclass of the ergodic stochastic matrix is determined by the location of the positive elements in its defined positions. In particular, in [11, 12] such subclasses of ESM as triangular upper, triangular lower, block right and block left are distinguished.

We introduce the following definitions.
Definition 1. $\hat{S}(N)=u_{1}, u_{2}, \ldots, u_{N}$ - the set of admissible implementations of experiments of a Markov chain given by an AMM of the form (1) at times $t$, where $u_{t}$ - a subset of the states of the MC from the set $S$, admissible at the moment of time $t, t=\overline{1, N}$, with equal probability $q^{-1}, u_{t} \subset$ $S,\left|u_{t}\right|=q \in[1, n]$.

Definition 2. Special case $\hat{S}(N)=u_{1}, u_{2}, \ldots, u_{N}-$ Markov chain, in which all states are completely observable: $\left|u_{t}\right|=1, t=\overline{1, N}$.

Definition 3 For element $\hat{S}(N)$ is allowed to have a full set of implementations $S$ at time $t$ with equal probability $n^{-1}, u_{t}=S\left|u_{t}\right|=n$, which corresponds to a completely unobservable state of the MC.

It is necessary to determine the value $P(\hat{S}(N) \mid \operatorname{AMM}(P))$ is the probability that the set $\hat{S}(N)$ generated on the basis of AMM $P$, where the ESM $P$ belongs to a given subclass $Q_{k}$.

For identification according to the "forward-backward" algorithm of the fact that set $\hat{S}(N)=$ $u_{1}, u_{2}, \ldots, u_{N}$ is generated on the basis of $\operatorname{AMM}\left(P \in Q_{k}\right)$ for given $k$, the following variable arrays are introduced [1]: $\alpha_{t}(i)=P\left(u_{1}, u_{2}, \ldots, u_{t}, u_{t}=s_{i} \mid \operatorname{AMM}(P)\right), t=\overline{1, N}, i=\overline{1, m}$.

The identification algorithm for an automate Markov model of the form (1) based on the particular case of a set $\hat{S}(N)=u_{1}, u_{2}, \ldots, u_{N}$, defined according to definition 2 , consists of the following steps [4].

Step 1. Initialization of variables: $\alpha_{1}(i)=\pi_{0}(i) \cdot z_{i}(1), z_{i}(1)=\left\{\begin{array}{cc}1: & u_{1}=s_{i} \\ 0: & \text { otherwise }\end{array}, i=\overline{1, n}\right.$.
Step 2. Induction: $\alpha_{t+1}(j)=\left(\sum_{i=1}^{n} \alpha_{t}(i) \cdot p_{i j}\right) \cdot z_{j}(t+1), z_{i}(t+1)=\left\{\begin{array}{ll}1: & u_{t+1}=s_{i} \\ 0: & \text { otherwise }\end{array}, t=\overline{1, N-1}, j=\right.$ $\overline{1, n}$.

Step 3. Find the value $P(\hat{S}(N) \mid \operatorname{AMM}(P))=\alpha_{N}(s(N))$.
Consider the case when the full set of implementations is valid for at least one element $\hat{S}(N)=$ $u_{1}, u_{2}, \ldots, u_{N}$ by definition 3 . According to [25], at the stage of calculating the values $\alpha_{t+1}(i), t=$ $\overline{1, N-1}, i=\overline{1, n}$, the expression takes place:

$$
\alpha_{t+1}(j)=\left(\sum_{i=1}^{n} \alpha_{t}(i) \cdot p_{i j}\right) \cdot z_{j}^{\prime}(t+1), z_{i}^{\prime}(t+1)=\left\{\begin{array}{cc}
1: & \left|u_{t+1}\right|=n \\
z_{i}(t+1): & \text { otherwise }
\end{array} .\right.
$$

If in the observed sequence $s(N)$ there are $k$ elements for which $\left|u_{t}\right|=n$, then the required probability is

$$
\begin{equation*}
P\left(\hat{S}_{k}(N) \mid \operatorname{AMM}(P)\right)=\sum_{i=1}^{n} \alpha_{N}(i) \tag{2}
\end{equation*}
$$

The computational complexity of the proposed method for solving the problem of identifying finite simple homogeneous Markov chains has order $O(N \cdot n)$ if all its elements are observable. The presence of hidden elements in an amount comparable to a long sequence $N$ increases the order of the computational complexity of the algorithm to $O\left(N \cdot n^{2}\right)$ [21].

In references [22-23] estimates of the complexity of algorithms for identifying finite simple homogeneous Markov chains were calculated. In particular, it was shown that using functional based on $l$-grams, $l=2,3$, the order of computational complexity of the identification algorithm is equal,
$O\left(N \cdot n^{2}\right)$ and $O\left(N \cdot n^{3}\right)$ accordingly, it is therefore advisable to use these methods for small values of n . For large values of n , it is more efficient to use an algorithm based on frequency features, the computational complexity of which is of the order $O(N \cdot n)$ or the proposed "forward-backward" algorithm. The proposed model allows us to quantify the probability of identifying the sequence of a Markov chain in terms of the possibility of generating a given AMM.

In general, to identify a set $\hat{S}(N)=u_{1}, u_{2}, \ldots, u_{N}$, the development of the "forward-backward" algorithm is as follows.

Step 1. Initialization of variables: $\alpha_{1}(i)=\pi_{0}(i) \cdot z_{i}(1), z_{i}(1)=\left\{\begin{array}{cc}q_{1}^{-1}: & s_{i} \in u_{1} \\ 0: & \text { otherwise }\end{array}, q_{1}=\left|u_{1}\right|, i=\right.$ $\overline{1, n}$.

Step

$$
\text { 2. Induction: } \alpha_{t+1}(j)=\left(\sum_{i=1}^{n} \alpha_{t}(i) \cdot p_{i j}\right) \cdot z_{j}^{\prime}(t+1), \quad z_{j}^{\prime}(t+1)=\left\{\begin{array}{cl}
n^{-1}: & \left|u_{t+1}\right|=n \\
z_{j}(t+1): & \text { otherwise }
\end{array}\right.
$$

$z_{j}(t+1)=\left\{\begin{array}{cc}q_{t+1}^{-1}: & s_{j} \in u_{t+1} \\ 0: & \text { otherwise }\end{array}, q_{t+1}=\left|u_{t+1}\right|, j=\overline{1, n}, t=\overline{1, N-1}\right.$.
Step 3. Find the value $P(\hat{S}(N) \mid \operatorname{AMM}(P))=\alpha_{N}(s(N))$ according to (2).
We define the complexity of the proposed algorithm. At stage 1 , provided that $\left|u_{1}\right|>1$, the $\left|u_{1}\right|$ operations of multiplication by a constant $\left(\otimes_{c n}\right) q_{1}^{-1}$. Otherwise, only the assignment operation of the form $\alpha_{1}(i)=\pi_{0}(i)$. In step 2 , for $t=\overline{1, N-1}$, if $q_{t+1}=1$, then perform $n^{2}$ of multiplication operations $(\otimes), n(n-1)$ addition operations $(\oplus)$; если $q_{t+1}>1$, then additionally perform $n \cdot q_{t+1}$ operations $\otimes_{c n} q_{t+1}^{-1}$. In step $3(n-1) \oplus$ are performed. Let be $d_{t}=\left\{\begin{array}{cc}q_{t}: & q_{t}>1 \\ 0: & \text { иначе }\end{array}, t=\right.$ $\overline{1, N}$.

Statement. The computational complexity of the proposed algorithm by the number of multiplication, addition and multiplication operations by a constant is : $(N-1) n^{2},(n-1)(n(N-$ 1) +1 ) ang $d_{1}+n \cdot \sum_{t=1}^{N-1} d_{t+1}$, respectively.

According to the statement, the computational complexity of the proposed algorithm has an order $O\left(N \cdot n^{2}\right)$ in quantity $\otimes$ and quantity $\oplus$. Depending on the type of the identified set $\hat{S}(N)$ the complexity of the algorithm differs only in the number of operations of multiplication by a constant. The number of these operations is determined by the power of the subset the complexity of the algorithm differs only in the number of operations of multiplication by a constant. The number of these operations is determined by the power of the subset. $q_{t+1}=\left|u_{t+1}\right| \leq n$.

## 3. Conclusion

Thus, the proposed modified "forward-backward" algorithm is quite effective in assessing the computational complexity in comparison with methods using functions based on 1-grams. In addition, the method allows to solve the recognition problem for sequences with hidden and partially identified elements. The complexity of the algorithm in the number of operations of multiplication and addition does not depend on the degree of certainty (or uncertainty) of the elements of the identifiable set, but varies only in the number of operations of multiplication by a constant. It is important that the number of operations increases linearly with increasing size and quadratically with increasing size of matrices, on the basis of which recognizable values can be identified.
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